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SRAM vs. DRAM
ÅSRAM = Static RAM

ïAs long as power is present, data is retained

ÅDRAM = Dynamic RAM

ïLŦ ȅƻǳ ŘƻƴΩǘ Řƻ ŀƴȅǘƘƛƴƎΣ ȅƻǳ ƭƻǎŜ ǘƘŜ Řŀǘŀ

ÅSRAM: 6T per bit

ïbuilt with normal high-speed CMOS technology

ÅDRAM: 1T per bit (+1 capacitor)

ïbuilt with special DRAM process optimized for density
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Hardware Structures
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DRAM Chip Organization (1/2)
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DRAM Chip Organization (2/2)
ÅLow-Level organization is very similar to SRAM

ÅCells are only single-ended
ïReads destructive: contents are erased by reading

ÅRow bufferholds read data
ïData in row buffer is called a DRAM row
ÅhŦǘŜƴ ŎŀƭƭŜŘ άǇŀƎŜέ - not necessarily same as OS page

ïRead gets entire row into the buffer

ïBlock reads always performed out of the row buffer
ÅReading a whole row, but accessing one block

ÅSimilar to reading a cache line, but accessing one word
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Destructive Read
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DRAM Read
ÅAfter a read, the contents of the DRAM cell are gone
ï.ǳǘ ǎǘƛƭƭ άǎŀŦŜέ ƛƴ ǘƘŜ Ǌƻǿ ōǳŦŦŜǊ

ÅWrite bits back before doing another read

ÅReading into buffer is slow, but reading buffer is fast
ïTry reading multiple lines from buffer (row-buffer hit)

Sense Amps

DRAM cells

Row Buffer

Process is called openingor closinga row
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DRAM Refresh (1/2)
ÅGradually, DRAM cell loses contents

ïEven ƛŦ ƛǘΩǎ ƴƻǘ ŀŎŎŜǎǎŜŘ

ï¢Ƙƛǎ ƛǎ ǿƘȅ ƛǘΩǎ ŎŀƭƭŜŘ άŘȅƴŀƳƛŎέ

ÅDRAM must be regularly read and re-written

ïWhat to do if no read/write to row for long time?
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DRAM Refresh (2/2)
ÅBurst Refresh

ïStop the world, refresh all memory

ÅDistributed refresh

ïSpace out refresh one row at a time

ïAvoids blocking memory for a long time

ÅSelf-refresh (low-power mode)

ïTell DRAM to refresh itself

ïTurn off memory controller

ïTakes some time to exit self-refresh
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Typical DRAM Access Sequence (1/5)
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Typical DRAM Access Sequence (2/5)
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Typical DRAM Access Sequence (3/5)
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Typical DRAM Access Sequence (4/5)
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Typical DRAM Access Sequence (5/5)
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DRAM Read Timing

Original DRAM specified Row & Column every time
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DRAM Read Timing with Fast-Page Mode

FPM enables multiple reads from page without RAS
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SDRAM Read Timing

SDRAM uses clock, supports bursts

Double-Data Rate (DDR) DRAM

transfers data on both rising and

falling edge of the clock
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Actual DRAM Signals
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DRAM Signal Timing

Distance matters, even at the speed of light
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Examining Memory Performance

ÅMiss penalty for an 8-word cache block

ï1 cycle to send address

ï6 cycles to access each word

ï1 cycle to send word back

ï ( 1 + 6 + 1) x 8 = 64

Å(Expensive) Wider bus option

ïRead all words in parallel

ÅMiss penalty for 8-word block: 1 + 6 + 1 = 8
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Simple Interleaved Main Memory

ÅDivide memory into n banks

ïάƛƴǘŜǊƭŜŀǾŜέ ŀŘŘǊŜǎǎŜǎ ŀŎǊƻǎǎ ǘƘŜƳ

ÅAccess one bank while another is busy 

ïIncreases bandwidth w/o a wider bus

Bank 0 Bank nBank 2Bank 1

Bank Word offset

word 0
word n

word 2n

word 1
word n+1

word 2n+1

word 2
word n+2

word 2n+2

word n-1
word 2n-1
word 3n-1

PA

Use parallelism in memory banks to hide latency
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DIMM

DRAM Organization
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Dual-rank x8 (2Rx8) DIMM
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