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CSE 502:

Computer Architecture
Memory / DRAM
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SRAM vs. DRAM

A SRAM = Static RAM
I As long as power is present, data is retained

A DRAM= DynamidRAM

iLT €2dz R2y Qi R2 lyeluKAy3:
A SRAM: 6T per bit

I built with normal highspeed CMOS technology
A DRAM: 1T pebit (+1 capacitor)

I built with special DRAM process optimized for density
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Hardware Structures

SRAM

wordline

DRAM

4

T"/ . Trench Capacitor
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DRAM Chip Organizatig®/2)

A LowLevel organizatiois very similar to SRAM

A Cellsare only singleended
I Readdlestructive contents are eraseby reading

A Row bufferholds read data

I Data in row buffer is called2dRAM row
AhFT Sy Ol ftrothecesdarily sarBetas OS page
I Read gets entire row into the buffer
I Block reads always performed out of the row buffer

A Reading a whole row, but accessing one block
A Similarto reading acacheline, butaccessingne word
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Destructive Read

1L 1
J_|11 J_|10

+ +

senseamp output

Vdd“ 5 5//"'"""" Vdd——
: / bitline -
L voltage R
Lo LS
1 1 | | ~ _—— o
/N VR
Wordline Enabledi | Sense Amp Enabled Wordline Enabledi | Sense Amp Enabled

voltage

Vad i _ VadT
A\ capacitor

After read of O or 1, cetlontents close to 14
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DRAM Read

A After a read, the contents of the DRAM cell gane
i.dzi adAtt aal ¥FS¢é¢ Ay U(UKS NZ

A Write bits back before doing another read

A Reading into buffer is slow, but reading buffer is fast
I Try reading multiple lines from buff@row-buffer hit)

DRAM cells

Row Buffer

Process Is callembeningor closinga row
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A GraduallyDRAMcellloses contents

DRAM Refresh (1/2)

e
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i EvenA ¥ A0Qa yz2u [00SamabR
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A DRAM must beegularly read ande-written
I What to do if no read/write to row for long time?

_ Vdd
capacitor
voltage

_\

\

Long Time

Must periodicallyefreshall contents
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DRAM Refresh (2/2)

A Burst Refresh
I Stop the world, refresh all memory

A Distributed refresh

I Space out refresh one row at a time

I Avoids blocking memory for a long time
A Selfrefresh (lowpower mode)

I Tell DRAM to refresh itself

I Turn off memory controller
I Takes some time to exit sakfresh
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Typical DRAM Access Sequence (1/

[PRECHARGE and] ROW ACCESS

DRAM

Column Decoder

[ | [ |
Data In/Out [~= Sense Amps

Buffers ”U_/,H\LL_

MEMORY ] T
CPU BUS | CONTROLLER

=

AKA: OPEN a DRAM Page/Row
or

ACT (Activate a DRAM Page/Row)

or
RAS (Row Address Strobe)

Row Decoder
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Typical DRAM Access Seque(iis)

COLUMN ACCESS
DRAM
Column Decoder
[ [
Data In/Out Sense Amps
Buffers g —
MEMORY ... Bit Lines...
CPU BUS | CONTROLLER N
g e e
HE
Sl 3 Memory
Q| g Array
=]
g =
o

READ Command
or

CAS: Column Address Strobe
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Typical DRAM Access Sequefis)

DATA TRANSFER
L::> DRAM
Lff—:_—_]_ |C.|'olumn Decudeirl

Data Out

Data In/Out == Sense Amps
Buffers P i —
_A s
MEMORY < —/ {h‘\-l ... Bit Lines...
CPU BUS | CONTROLLER [ N
i}
8| g
E g M:m-::-ryr
rray
z| 2
o
o

... with optional additional
CAS: Column Address Strobe




Q\\\w Stony Brook University CSES502: Computer Architectur

Typical DRAM Access Seque(@z6)

BUS TRANSMISSION
DRAM
<:| Column Decoder
[ | |
Data In/Out [== Sense Amps
Buffers
MEMORY ... Bit Lines...
CPU BUS | CONTROLLER N
k]
S| 2
ol 5 Memory
Q| g Array
=]
g =
o
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Typical DRAM Access Seque(tzs)

CPU

Mem

| Controller

D Eo/Es

A: Transaction request may be delayed in Queue
B: Transaction request sent to Memory Controller
C: Transaction converted to Command Sequences

D: Command/s Sent to DRAM

E+: Requires only a CAS or
E-: Requires RAS + CAS or

E, Requires PRE + RAS + CAS
F: Transaction sent back to CPU

(may be queued)

‘DRAM Latency"=A+B+C+D+E+F
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DRAM Read Timing

RAS

—\ Row Access
/ \ [ Column Access
CAS
\ / \ , Data Transfer
Address
Row Column \ / Row Column \
Address Address / \Address Address /

DQ f Valid |\ Valid
\ Dataout | Dataout

Original DRAM specified Row & Column every ti




Q\\\w Stony Brook University CSES502: Computer Architectur

DRAM Read Timing with F&&ige Mode

Row Access

Column Access

. Transfer Overlap

RAS Data Transfer
CAS \
Address

Column Column
—
Valid Valid
Dataout Dataout

FPM enables multiple reads from page without R

Row Column
Address Address

DQ

Valid
Dataout
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SDRAM Read Timing

Row Access
Clock

Column Access
ifis . Transfer Overlap

Data Transfer
CAS

| |

| |

| |

| |

| |

| |

| |

: : Double-Data Rate (DDR) DRAM
| | transfers data ormoth rising and
| |

| |

| |

| |

| |

| |

| |

falling edge of the clock

SDRAM uses clock, supports bursts
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Actual DRAM Signals

DDR3-1066 Wite Data Eye (min SSO) DDR3-1066 Wite Data Eye (max SSO)
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DRAM Signal Timing
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Distance matters, even at the speed of light
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Examining Memory Performance

A Miss penalty for an-8vord cache block
I 1 cycle to send address
| 6 cycles to access each word
I 1 cycle to send word back
I (1+6+1)x8=64

A (Expensive) Wider bus option
I Read all words in parallel

A Miss penalty for 8vord block: 1 +6 +1 =8
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Simple Interleaved Main Memory

A Divide memory into n banks
i aAYUSNI SII gS€é |

RRNB-&aasSa

Bank O Bank 1 Bank 2 Bank n

word O word 1 word 2 word n-1
word n word n+1 word n+2 word 2n-1
word 2n word 2n+1 word 2n+2 word 3n-1

PA I
Bank Word offset

A Access one bank while another is busy
I Increases bandwidth w/o a wider bus

Use parallelism imemory bankgo hidelatency
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DRAM Organization

................

DRAM

DRAM

DRAM

DRAM

DRAM

DRAM

DRAM f

DIMM

DRAM

DRAM

DRAM

DRAM f

DRAM

DRAM f

DRAM

DRAM [

DRAM

x8 DRAM

f

All banks within the
rank shareall address
and control pins

‘All banks are independe
but can only talk tacone
bank at a time

’ x8 means each DRAM

outputs 8 bits, need 8
chips forDDRx (64-bit) ,

Why 9 chips per rank?
64 bits data, 8 bits ECC
/,

Duatrank x8 (2Rx8) DIMM



