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Data-Capture Scheduler

ÅDispatch: read available 
operands from ARF/ROB, 
store in scheduler

ÅCommit: Missing operands 
filled in from bypass

ÅIssue: When ready, operands 
sent directly from scheduler 
to functional units

Fetch &

Dispatch
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Components of a Scheduler

A B

C

D

F

E

G

Buffer for unexecuted

instructions

Method for tracking

state of dependencies

(resolvedor not)

Arbiter B
Method for 

choosing between 

multiple ready 

instructions 

competing for the 

same resource

Method for notification

of dependency resolution

òScheduler Entriesó or

òIssue Queueó (IQ) or

òReservation Stationsó (RS)
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Scheduling Loop or Wakeup-Select Loop
ÅWake-Up Part:

ïExecuting insnnotifies dependents

ïWaiting insns. check if all depsare satisfied
ÅLŦ ȅŜǎΣ άǿŀƪŜ ǳǇέ instutrction

ÅSelect Part:

ïChoose which instructions get to execute
ÅMore than one insn. can be ready

ÅNumber of functional units and memory ports are limited
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Scalar Scheduler (Issue Width = 1)
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Tags,

Ready

Logic

Select

Logic

Superscalar Scheduler (detail of one entry)

Tag

Broadcast

Buses
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Interaction with Execution
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Again, But Superscalar
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Issue Width
ÅMax insns. selected each cycle is issue width

ïPrevious slides showed different issue widths
Åfour, one, and two

ÅHardware requirements:

ïNaively, issue width of N requires N tag broadcast buses

ï/ŀƴ άǎǇŜŎƛŀƭƛȊŜέ ǎƻƳŜ ƻŦ ǘƘŜ ƛǎǎǳŜ ǎƭƻǘǎ
ÅE.g., a slot that only executes branches (no outputs)
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Simple Scheduler Pipeline

Select Payload

Wakeup

A: Execute

CaptureB:

tag broadcast

result

broadcast

enable

capture

on tag match

Select Payload Execute

Wakeup CaptureC:
enable

capture

tag broadcast

Cycle i Cycle i+1

A

B

C

Very long clock cycle



CSE502: Computer Architecture

Deeper Scheduler Pipeline

Select PayloadA: Execute

CaptureB:

tag broadcast

result

broadcast

enable

capture

Select Payload Execute

CaptureC:
enable

capture

tag broadcast

Cycle i Cycle i+1

Select Payload Execute

Cycle i+2 Cycle i+3

Wakeup

Wakeup

A

B

C

Faster, but Capture & Payload on same cycle
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Even Deeper Scheduler Pipeline

Select PayloadA: Execute

CaptureB:

tag broadcast

result broadcast

and bypass

enable

capture

C:

Cycle i

Wakeup

Select

Wakeup

Payload Execute

Select Payload Execute

Capture

Cycle i+1 Cycle i+2 Cycle i+3

CaptureWakeup

tag match

on first

operand
tag match

on second

operand

(now C is ready)

No simultaneous read/write!

A

B

C

Cycle i+4

Need secondlevel of bypassing
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Very Deep Scheduler Pipeline

Select PayloadA: Execute

CaptureC:

Cycle i

Wakeup

i+1 i+2 i+3

Select Payload Execute

Wakeup Capture

Select Payload Execute

i+4 i+5

D:

A

C

B

D

Wakeup Capture

B: Select Select Payload Execute

A&B both

ready, only

A selected,

B bids again

AĄC and CĄD must

be bypassed, 

BĄD OK without bypass

i+6

5ŜǇŜƴŘŜƴǘ ƛƴǎǘǊǳŎǘƛƻƴǎ ŎŀƴΩǘ ŜȄŜŎǳǘŜ ōŀŎƪ-to-back
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PipelineingCritical Loops

ÅWakeup-Select Loop hard to pipeline

ïNo back-to-back execute

ïWorst-case IPC is ½

ÅUsually not worst-case

ïLast example had IPC ϳ

A

B

C

A

B

C

Regular

Scheduling
No Back-

to-Back

Studies indicate 10-15% IPC penalty


