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Interconnection Networks

ÅWhat holds our parallel machines together - at the core 
of parallel computer architecture

ÅShares basic concept with LAN/WAN, but very different 
trade-offs due to very different time 
scale/requirements
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Different Scales of Networks (1/3)

ÅOn-Chip Networks
ςInterconnect within a single chip

ÅDevices are micro-architectural elements: caches, 
directories, processor cores

ÅCurrently,  designs with 10s of devices are common
ÅEx: IBM Cell, Intel multicores, Tile processors

ÅProjected systems with 100s of devices on the horizon

ÅProximity: millimeters



Fall 2015 :: CSE 610 ɀParallel Computer Architectures

Different Scales of Networks (2/3)

ÅSystem-Area Networks
ςLƴǘŜǊŎƻƴƴŜŎǘǎ ǿƛǘƘƛƴ ƻƴŜ άƳŀŎƘƛƴŜέ
ÅInterconnect in a multi-processor system

ÅInterconnect in a supercomputer

ÅHundreds to thousands of devices interconnected 
ςIBM Blue Gene/L supercomputer (64K nodes, each with 2 

processors)

ÅMaximum interconnect distance 
ςFraction to tens of meters (typical)

ςa few hundred meters (some)
ÅInfiniBand: 120 Gbpsover a distance of 300m
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Different Scales of Networks (3/3)

ÅLocal-Area Networks
ςInterconnect autonomous computer systems
ςMachine room or throughout a building or campus
ςHundreds of devices interconnected (1,000s with bridging)
ςMaximum interconnect distance
Åfew metres to tens of kilometers

ςExample (most popular): Ethernet, with 10 Gbpsover 40Km

ÅWide-Area Networks
ςInterconnect systems distributed across the globe
ςInternetworking support is required
ςMany millions of devices interconnected
ςMaximum interconnect distance  
Åmany thousands of kilometers

We are concerned with On-Chip and System-Area Networks
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ICN Design Considerations (1/3)
ÅApplication requirements
ςNumber of terminals or ports to support
ςPeak bandwidth of each terminal
ςAverage bandwidth of each terminal
ςLatency requirements
ςMessage size distribution
ςExpected traffic patterns
ςRequired quality of service
ςRequired reliability and availability

ÅJob of an interconnection network is to transfer information 
from source node to dest. node in support of network 
transactions that realize the application
ςlatency as small as possible
ςas many concurrent transfers as possible
ςcost as low as possible
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ICN Design Considerations (2/3)

ÅExample requirements for a coherent
processor-memory interconnect
ςProcessor ports 1-2048

ςMemory ports 1-4096

ςPeak BW 8 GB/s

ςAverage BW 400 MB/s

ςMessage Latency 100 ns

ςMessage size 64 or 576 bits

ςTraffic pattern arbitrary

ςQuality of service none

ςReliability no message loss

ςAvailability 0.999 to 0.99999
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ICN Design Considerations (3/3)

ÅTechnology constraints
ςSignaling rate

ςChip pin count (if off-chip networking)

ςArea constraints (typically for on-chip networking)

ςChip cost

ςCircuit board cost (if backplane boards needed)

ςSignals per circuit board

ςSignals per cable

ςCable cost

ςCable length

ςChannel and switch power constraints

ςΧ
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Performance and Cost

ÅMain Performance figures: latency and throughput

ÅMain cost factors
ςOn-Chip: area and power

ςOff-Chip: wiring, pin count, chip count
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Basic Definitions

ÅAn interconnection network is a graph of nodesinter-
connected using channels

ÅNode: a vertex in the network graph
ςTerminalnodes: where messages originate and terminate
ςSwitch(router) nodes: forward messages from in ports to out ports
ςSwitch degree: number of in/out ports per switch

ÅChannel: an edge in the graph
ςi.e., an ordered pair (x,y) where x and y are nodes
ςChannel = link (transmission medium) + transmitter + receiver
ςChannel width: w = number of bits transferred per cycle
ςPhit (physical unit or digit): data transferred per cycle
ςSignaling rate: f = number of transfer cycles per second
ςChannel bandwidth: b = w Ĭf
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Basic Definitions

ÅPath (or route): a sequence of channels, connecting a 
sourcenode to a destination node

ÅMinimal Path: a path with the minimum number of 
channels between a source and a destination
ςRxy = set of all minimal paths from x to y

ÅNetwork Diameter: Longest minimal path over all 
(source, destination) pairs
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Basic Communication Latency

ÅTime(n)src-dest= overhead + routing delay + channel 
occupancy + contention delay

Åoccupancy = (n + ne) / b
ςn = size of data
ςne= size of packet overhead
ςb = channel bandwidth

ÅRouting delay
ςfunction of routing distance and switch delay
ςdepends on topology, routing algorithm, switch design, etc.

ÅContention
ςGiven channel can only be occupied by one message
ςAffected by topology, switching strategy, routing algorithm
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Off-chip vs. On-chip ICNs
ÅOff-chip: I/O bottlenecks
ςPin-limited bandwidth
ςInherent overheads of off-chip I/O transmission

ÅOn-chip
ςWiring constraints
ÅMetal layer limitations
ÅHorizontal and vertical layout
ÅShort, fixed length
ÅRepeater insertion limits routing of wires

ÅAvoid routing over dense logic
ÅImpact wiring density

ςPower
ÅConsume 10-15% or more of die power budget

ςLatency
ÅDifferent order of magnitude
ÅRouters consume significant fraction of latency
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Main Aspects of an ICN

ÅTopology
ςStatic arrangement of channels and nodes in a network

ÅRouting
ςDetermines the set of paths a message/packet can follow

ÅFlow control
ςAllocating network resources (channels, buffers, etc.) to packets 

and managing contention

ÅSwitch microarchitecture
ςInternal architecture of a network switch

ÅNetwork interface
ςHow to interface a terminal with a switch

ÅLink architecture
ςSignaling technology and data representation on the channel
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Topology
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Types of Topologies

ÅWe focus on switched topologies
ςAlternatives: bus and crossbar

ÅBus
ςConnects a set of components to a single shared channel

ςEffective broadcast medium

ÅCrossbar
ςDirectly connects n inputs to m outputs without intermediate 

stages

ςFully connected, single hop network

ςTypically used as an internal component of switches

ςCan be implemented using physical switches (in old telephone 
networks) or multiplexers (far more common today) 
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Types of Topologies

ÅDirect
ςEach router is associated with a terminal node

ςAll routers are sources and destinations of traffic

ÅIndirect
ςRouters are distinct from terminal nodes

ςTerminal nodes can source/sink traffic

ςIntermediate nodes switch traffic between terminal nodes
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Metrics for Comparing Topologies

ÅSwitch degree
ςProxy for switch complexity

ÅHop count (average and worst case)
ςProxy for network latency

ÅMaximum channel load
ςA proxy for hotspot load

ÅBisection bandwidth
ςProxy for maximum traffic a network can support under a uniform 

traffic pattern 

ÅPath Diversity
ςProvides routing flexibility for load balancing and fault tolerance
ςEnables better congestion avoidance
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Detour: Cut and Bisection

ÅCut: a set of channels that partitions the set of all 
nodes into two disjoint sets, N1 and N2

ÅBisection: a cut that partitions the network nearly in 
half
ςbisecting set of nodes: |N2|  Ò  |N1|  Ò  |N2| + 1

ςand, set of terminals: |N2ž T|  Ò  |N1ž T|  Ò  |N2ž T| + 1

ÅBisection bandwidth: minimum bandwidth over all 
bisections of the network
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Tori and Meshes

ÅExamples of direct networks

ÅTorus: k-aryn-cube
ςAn n-dimensional grid with k nodes in each 

dimension
ςkn nodes; degree = 2n (n channels per dim)
ςEach node is connected to its immediate 

neighbors in the grid
ςEdge nodes in each dimension are also 

connected
ςk is called the radix

ÅMesh: k-aryn-mesh
ςLike a torus with no channel between edge 

nodes

3-ary 2-cube

3-ary 2-mesh



Fall 2015 :: CSE 610 ɀParallel Computer Architectures

Tori and Meshes

Ån-cubes can have different radices in 
different dimensions
ςExample: 2 in Y, 3 in Z and 4 in X

ÅVery regular: can construct an
n+1-dim cube by taking k
n-dim cubes, arranging them in an 
array and connecting the 
corresponding nodes of neghibors

2,3,4-ary 3-cube

k-ary
n-cube

k-ary
n-cube

k-ary
n-cube

kn channels . . .
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Tori and Meshes
ÅFamous topologies in this family
ςRing: k-ary1-cube
ς2D and 3D grids
ςHypercube: 2-ary (binary)s n-cube

Å1D or 2D map well to planar substrate for on-chip

Å3D is easy to build in 3D spaces (e.g., a supercomputer)

ÅTori are edge symmetric
ṉGood for load balancing

ÅRemoving wrap-around links for mesh loses edge symmetry
UMore traffic concentrated on center channels

ÅGood path diversity

ÅExploit locality for near-neighbor traffic

ςImportant for many scientific computations



Fall 2015 :: CSE 610 ɀParallel Computer Architectures

Tree

ÅDiameter and average distance 
logarithmic
ςk-ary tree, height = logk N

ςaddress specified d-vector of 
radix k coordinates describing 
path down from root

ÅRoute up to common ancestor 
and down

ÅBisection BW?
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Fat Tree

ÅBandwidth remains constant 
at each level
ςBisection BW scales with 

number of terminals

ÅUnlike tree in which 
bandwidth decreases closer to 
root

ÅFat links can be implemented 
with increasing the BW 
(uncommon) or number of  
channels (more common)
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Butterfly (1/3)

ÅIndirect network

Åk-aryn-fly: kn terminals
ςk: input/output degree of 

each switch
ςn: number of stages
ςEach stage has kn-1 k-by-k

switches

ÅExample routing from 000 
to 010
ςDestaddress used to directly 

route packet
ς jth bit used to select output 

port at stage j
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Butterfly (2/3)

ÅNo path diversity     |Rxy| = 1

ÅCan add extra stages for diversity
ςIncreases network diameter
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Butterfly (3/3)

ÅHop Count = logk N + 1

ÅDoes not exploit locality
ςHop count same regardless of location 

ÅSwitch Degree = 2k

ÅRequires long wires to implement
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Clos Network (1/2)

Å3-stage Clos
ςInput switches

ςOutput switches

ςMiddle switches

ÅParameters
ςm: # of middle switches

ςn: in/out degree of 
edge switches

ςr: # of input/output 
switches

3-stage Clos network with

m = 5, n = 3, r = 4
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Clos Network (2/2)

ÅProvides path diversity
ς|Rxy| = m (number of middle switches)
ςOne path through every middle switch

ÅCan increase # of stages (and diversity) by replacing the 
middle stage with another clos network

(2,2,2) Clos
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Folding Clos Networks

ÅCan fold the network along the middle stage to share 
input/output switches 

ÅThe right-hand side is a fat tree
ςAlternative impl. w/ more links instead of high-BW links 
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!ÎÄ /ÔÈÅÒ 4ÏÐÏÌÏÇÉÅÓȣ

ÅMany other topologies with different properties 
discussed in the literature
ςOmega networks
ςBenes networks
ςBitonicnetworks
ςFlattened Butterfly
ςDragonfly
ςCube-connected cycles
ςHyperX
ςΧ

ÅHowever, these are typically special purpose and not 
used in general purpose hardware
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Irregular Topologies

ÅCommon in MPSoC(Multiprocessor System-on-Chip) 
designs

ÅMPSoCdesign leverages wide variety of IP blocks
ςRegular topologies may not be appropriate given 

heterogeneity

ςCustomized topology
ÅOften more power efficient and deliver better performance

ÅCustomize based on traffic characterization
ςOften synthesized using automatic tools
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Irregular Topology Example
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Flow Control
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Flow Control Overview

ÅFlow Control: determine allocationof resources to messages 
as they traverse network
ςBuffers and links
ςSignificant impact on throughput and latency of network

Flow Control Units:

ÅMessage: composed of one or more packets
ςIf message size is <= maximum packet size only one packet created

ÅPacket: composed of one or more flits

ÅFlit: flow control digit

ÅPhit: physical digit
ςSubdivides flit into chunks = to link width
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Flow Control Overview

ÅPacket contains destination/route information
ςFlits may not Ą all flits of a packet must take same route

Route Seq#

Type VCID

Packet

Flit

Head, Body, Tail, 
Head & Tail

Phit

Header Payload

Head Flit Body Flit Tail Flit

Message

Protocol view

Flow Control
View
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Switching

ÅDifferent flow control techniques based on granularity

ÅMessage-based: allocation made at message 
granularity (circuit-switching)

ÅPacket-based: allocation made to whole packets

ÅFlit-based: allocation made on a flit-by-flit basis
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Message-Based Flow Control

ÅCoarsest granularity

ÅCircuit Switching
ςPre-allocatesresources across multiple hops 

ÅSource to destination

ÅResources = links (buffers not necessary)

ςProbe sent into network to reserve resources

ςMessage does not need per-hop routing or allocation once probe sets up 
circuit

ÅGood for transferring large amounts of data

ÅNo other message can use resources until transfer is complete
ςThroughput can suffer due setup and hold time for circuits

ςLinks are idle until setup is complete
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Packet-based Flow Control

ÅBreak messages into packets

ÅInterleavepackets on links
ςBetter utilization

ÅRequires per-node bufferingto store in-flight packets

ÅTwo types of packet-based techniques
ςStore & Forward

ςVirtual Cut-Through
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Store & Forward (S&F)

ÅLinks and buffers are allocated to entire packet

ÅHead flit waitsat router until entire packet is received 
(Store) before being forwarded to the next hop 
(Forward)

ÅNot suitable for on-chip
ςRequires buffering at each router to hold entire packet
ÅPacket cannot traverse link until buffering allocated to entire 

packet

ςIncurs high per-hop latency (pays serializationlatency at each 
hop)
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Virtual Cut-Through (VCT)

ÅLinks and Buffers allocated to entire packets

ÅFlits can proceed to next hop before tail flit has been 
received by current router
ςOnly if next router has enough buffer space for entire packet

ÅReduces the latency significantly compared to
Store & Forward

ÅStill requires largebuffers
ςUnsuitable for on-chip
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Flit-Level Flow Control

ÅFlit can proceed to next router when there is buffer 
space available for that flit
ςImproves over SAF and VCT by allocating buffers on a

flit -by-flit basis

ςHelp routers meet tight area/power constraints

ÅCalled Wormhole Flow Control
ṉMore efficient buffer utilization (good for on-chip)

ṉLow latency

UPoor link utilization: if head flit becomes blocked, all links 
spanning length of packet are idle
ÅCannot be re-allocated to different packet

ÅSuffers from head of line (HOL) blocking
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Wormhole Example

Å6-flit 
buffers per 
input port

Å2 4-flit 
packets
ςRed & 

blue

Blocked by other 
packets

Channel idle but 
red packet blocked 

behind blue

Buffer full: blue 
cannot proceed

Red holds this channel: 
channel remains idle 
until red proceeds
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Virtual Channel Flow Control

ÅVirtual Channels: multiple flit queues per input port
ςShare samephysical link (channel)

ÅUsed to combat HOLblocking in wormhole
ςFlits on different VC can pass blocked packet

ςLink utilization improved

ÅVCs first proposed for deadlock avoidance
ς²ŜΩƭƭ ŎƻƳŜ ōŀŎƪ ǘƻ ǘƘƛǎ

ÅCan be applied to any flow control
ςFirst proposed with wormhole
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VC Flow Control ςExample 1

AH A1 A2 A3 A4 A5A (in)

BH B1 B2 B3 B4 B5B (in)

AH BH A1 B1 A2Out B2 A3 B3 A4 B4 A5 B5 AT BT

1 1 2 2 3 3

1 2 2 3 3 3 3

AT

3 3

BT

3 3

3 2 2 1 1

3 2 2 1 1

A (out)

B (out)

AH A1 A2 A3 A4 A5 AT

BH B1 B2 B3 B4 B5 BT

A (in)

B (in)

A (out)

B (out)

Out

Occupancy

Occupancy
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VC Flow Control ςExample 2

Å6-flit 
buffers 
per input 
port

Å3 flit 
buffers 
per VC

Blocked by 
other packets

Buffer full: blue 
cannot proceed
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Summary of techniques

Links Buffers Comments

Circuit-
Switching

Messages N/A (buffer-less) Setup & Ack

Store and 
Forward

Packet Packet Head flit waits for 
tail

Virtual Cut 
Through

Packet Packet Head can proceed 

Wormhole Packet Flit HOL

Virtual 
Channel

Flit Flit Interleaveflits of 
different packets
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Buffer Backpressure
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Buffer Backpressure

ÅNeed mechanism to prevent buffer overflow
ςAvoid dropping packets

ςUpstream routers need to know buffer availability at 
downstream routers

ÅSignificant impact on throughput achieved by flow 
control

ÅTwo common mechanisms
ςCredits

ςOn-off
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Credit-BasedFlow Control

ÅUpstream router stores credit counts for each
downstream VC

ÅUpstream router
ςWhen flit forwarded
ÅDecrement credit count

ςCount == 0, buffer full, stop sending

ÅDownstream router
ςWhen flit forwarded and buffer freed
ÅSend credit to upstream router

ÅUpstream increments credit count
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Credit Timeline

ÅRound-trip credit delay: 
ςTime between when buffer empties and when next flit can be 

processed from that buffer entry

ÅSingle entry buffer would result in significant throughput 
degradation
ςImportant to size buffers to tolerate credit turn-around

Node 1 Node 2

Flit departs 
router

t1

Process
t2

t3

Process
t4

t5

Credit round 
trip delay
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Buffer Sizing

ÅPrevent backpressure from limiting throughput
ςBuffers must hold # of flits >= turnaround time

ÅAssume: 
ς1 cycle propagation delay for data and credits

ς1 cycle credit processing delay

ς3 cycle router pipeline

ÅAt least 6 flit buffers
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Actual Buffer Usage & Turnaround Delay

Flit arrives at node 1 
and uses buffer

Flit leaves node 1 
and credit is sent 

to node 0

Node 0 receives 
credit

Node 0 processes 
credit, freed 
buffer reallocated 
to new flit

New flit leaves 
Node 0 for Node 1

New flit arrives at 
Node 1 and 
reuses buffer

Actual buffer 
usage

Credit 
propagation 

delay

Credit 
pipeline 
delay flit pipeline delay

flit 
propagation 

delay

1 1 3 1
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On-Off Flow Control

ÅCredit requires upstream signaling for every flit

ÅOn-Off: decreases upstream signaling
ςOff signal: sent when number of free buffers falls below 

threshold Foff

ςOn signal: sent when number of free buffers rises above 
threshold Fon
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Process

On-Off Timeline

ÅLess signaling but more buffering
ςOn-chip buffers more expensive than wires

Node 1 Node 2
t1

t2

Foff threshold 
reached

Process

t3
t4

t5

t6

t7

t8

Foff set to prevent 
flits arriving 

before t4 from 
overflowing

Fon threshold 
reached

Fon set so that 
Node 2 does 

not run out of 
flits between t5 

and t8
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Flow Control Summary

ÅOn-chip networks require techniques with lower 
buffering requirements
ςWormhole or Virtual Channel flow control

ÅAvoid dropping packets in on-chip environment
ςRequires buffer backpressure mechanism

ÅComplexity of flow control impacts router
micro-architecture
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Routing
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Routing Overview

ÅDiscussion of topologies assumed ideal routing

ÅLƴ ǇǊŀŎǘƛŎŜΧ
ςRouting algorithms are not ideal

ÅGoal: distribute traffic evenly among paths
ςAvoid hot spots, contention

ςMore balanced Ą closer throughput is to ideal

ÅKeep complexity in mind
ςRouting delay can become significant with complex routing 

mechanisms 
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Classifications of Routing Algorithms

ÅAdaptivity: does take network state (e.g., congestion)
into account?
ςOblivious

ÅDeterministic vs. non-deterministic
ςAdaptive

ÅHop count: are all allowed routes minimal?
ςMinimal
ςNon-minimal

ÅRouting decision: where is it made?
ςSource routing
ςPer-hop routing

ÅImplementation
ςTable
ςCircuit
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Routing Deadlock

ÅEach packet is occupying a link and waiting for a link

ÅWithout routing restrictions, a resource cyclecan occur
ςLeads to deadlock

ÅTo general ways to avoid
ςDeadlock-free routing: limit the set of turns the routing algorithm allows
ςDeadlock-free flow control: use virtual channels wisely
ÅE.g., use Escape VCs

A B

D C
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Dimension Order Routing

ÅTraverse network dimension by dimension
ςX-Y routing: can only turn to Y dimension after finished X

ςY-X routing: can only turn to X dimension after finished Y

ÅDeterministic and Minimal
ςBeing deterministic implies oblivion but not often called so 

(term obliviousreserved for non-deterministic routing).

Turns in X-Y routing Turns in Y-X routing
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6ÁÌÉÁÎÔȭÓOblivious Routing Algorithm

ÅAn oblivious algorithm

ÅTo route from s to d 
ςRandomly choose intermediate 

node dΩ

ςwƻǳǘŜ ŦǊƻƳ ǎ ǘƻ ŘΩ ŀƴŘ ŦǊƻƳ ŘΩ ǘƻ Ř

ÅRandomizes any traffic pattern
ςAll patterns appear uniform 

random

ςBalances network load

ÅNon-minimal

ÅDestroys locality

dΩ

d

s
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Minimal Oblivious

Å±ŀƭƛŀƴǘΩǎΥ [ƻŀŘ 
balancing but significant 
increase in hop count

ÅMinimal Oblivious: 
some load balancing, 
but use shortest paths
ςdΩ Ƴǳǎǘ ƭƛŜ ǿƛǘƘƛƴ Ƴƛƴ 

quadrant

ς6 options for dΩ

ςOnly 3 different paths

dΩ

d

s
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Oblivious Routing

Å±ŀƭƛŀƴǘΩǎ ŀƴŘ aƛƴƛƳŀƭ !ŘŀǇǘƛǾŜ
ςDeadlock free when used in conjunction with X-Y routing

ÅWhat if randomly choose between X-Y and Y-X routes?
ςOblivious but not deadlock free!

ÅHow to make it deadlock free?
ςNeed 2 virtual channels 

ÅEither version can be generalized to more than two 
phases
ςChoose more than one intermediate points
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Adaptive

ÅExploits path diversity

ÅUses network state to make routing decisions
ςBuffer occupancies often used

ςRelies on flow control mechanisms, especially back pressure

ÅLocal information readily available
ςGlobal information more costly to obtain

ςNetwork state can change rapidly
ÅUse of local information can lead to non-optimal choices

ÅCan be minimal or non-minimal
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Minimal Adaptive Routing

ÅLocal info can result in sub-optimal choices

d

s
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Non-minimal adaptive

ÅFully adaptive

ÅNot restricted to take shortest path

ÅMisrouting: directing packet along non-productive
channel
ςPriority given to productive output

ςSome algorithms forbid U-turns

ÅLivelockpotential: traversing network without ever 
reaching destination
ςMechanism to guarantee forward progress 
ÅLimit number of misroutings



Fall 2015 :: CSE 610 ɀParallel Computer Architectures

Non-minimal routing example

Longer path with potentially 
lower latency

d

s

d

s

Livelock: continue routing in 
cycle
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Adaptive Routing Example

ÅShould 3 route clockwise or counterclockwise to 7?
ς5 is using all the capacity of link 5 Ą 6

ÅQueue at node 5 will sense contention but not at node 3

ÅBackpressure: allows nodes to indirectly sense congestion
ςQueue in one node fills up, it will stop receiving flits
ςPrevious queue will fill up

ÅIf each queue holds 4 packets
ς3 will send 8 packets before sensing congestion

0 1 2 3 4 5 6 7
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Adaptive Routing: Turn Model
ÅSuccessful adaptive routing requires path diversity

ÅRemoving too many turns limits flexibility in routing
ςE.g., DOR eliminates 4 turns
ÅN to E, N to W, S to E, S to W

ÅQuestion: how to ensure deadlock freedom while removing a 
minimum set of turns?

ÅExamples of valid turn models:

West first North last Negative first
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Turn Model Routing Deadlock

ÅWhat about eliminating turns NW and WN?

ÅNot a valid turn elimination
ςResource cycle results

Ҧ bƻǘ ŀƭƭ н-removals result in valid turn models


