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CSE 502:

Computer Architecture
Out-of-Order Schedulers
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DataCapture Scheduler
A Dispatch: read available

operandsfrom ARF/ROB, m
storein scheduler
A Commit: Missing operands e JRRRER-

filled in from bypass
A Issue: When readypperands

sent directly from scheduler
to functional units
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Components of a Scheduler

Method for tracking
state of dependencies
(resolvedor not)

I : Method for
. . ,7 choosing between
multiple ready
instructions
Method for notification competing for the

of dependency resolution same resource

Buffer for unexecuted
instructions
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Scheduling Loop dvakeupSelect Loop

A WakeUp Part;

I Executingnsnnotifies dependents

I Waitinginsns check if altlepsare satisfied
ALT @& SazinsturdtigqnS dzLJ

A Select Part:

I Choose which instructions get to execute
A More than oneinsn can be ready
A Number of functional units and memory ports are limited
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Scalar Schedul@gsue width = 1)
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Superscalar Schedul@dil of one entry)
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Interaction with Execution

Payload RAM
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Again, But Superscalar

Schedulecapturesvalues
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Issue Width

A Maxinsns selected eachkycle igssuewidth

T Previousslidesshoweddifferent issue widths
A four, one, and two

A Hardware requirements:
I Nalively, issue widtbf N requires N tag broadcalstises
i/ Yy GaLISOAFTAT SE az2ys 27F

A E.g., a slot that only executes branches (no outputs)
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Simple Scheduler Pipeline

A Select

©@&

\

Payload | Execute
result
tag broadcast broadcast
enable :
Wakeu capture Capturel Select| Payload | Execute
on tag match
tag broadcast
enable .
Wakeu capture |
Cycle i Cycle i+1

Capture

Very long clock cycle
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Deeper Scheduler Pipeline

A | Select| Payload | Execute

©@&

: result
tag broadcast broadcast
enable |
B: Wakeu " capture Capture

Select| Payload | Execute |

\tag broadca#t \

| enable |
» Capture

C: Wakeu " capture
Select| Payload | Execute
' \ ; \
Cycle | 5 Cycle i+1 5 Cycle i+2 5 Cycle i+3

Faster, but Capture & Payload on same cycle
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Even DeepeBcheduler Pipeline Q

.| Select Payload Execute | result broadcast 1
A: y and bypass ! G
tag broadcast ! i i

B: Miakeu . enable :

| capture \\ Capture

\ 4
A 4

Select » Payload Execute

C: Wakeu \L Capturel
tag match Wakeu » Capture
onfirst - tag match \ \ki
operand on second | Select | Payload IExecute

operand '
(now C is ready) ’
: i : | No simultaneous read/write! [
Cycle i . Cycle i+1 . — BesmElci+4

Needsecondevel of bypassing
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Very DeerschedulePipeline

@ ®
©

A-| Select—{ Payload | Execute f 0
B:| Select— Select— Payload | Execute |: *" AA C andCA D must
! j : be bypassed,

: ! K BA D OK without bypass
AZB both IWakeu i Capture . . | ;
ready, only Select Payload| | Execute
A selected, ! : : : ;

B bids again' | \ | \ |
D: i Wakeup—x >
Wakeu ; ( Capture|
Select| T—PReayteae» Execute
Cyclei | i+1 | i+2 | i#3 | i+4 | i+5 | i+6

5SLISYRSY U Ay ail NHzO (to-tagk 3
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PipelineingCritical Loops

A WakeupSelect Loop hard to pipeline reguiar No Back
Scheduling to-Back

I No backto-back execute 6 ®
I Worst-case IPC is Y2 é

A Usually not worstase © ©
I Last example had IP(C

©

Studies indicate :25% IPC penalty
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IPC vs. Frequency
A 10-15% IPC not bad if frequency can double

2.0 IPC,1GHz 1.7 IPC, 2GHz
2 BIPS 3.4 BIPS

ACNBIjdzSyOé R2SayQi R2dzf ¢
i Latch/pipeline overhead |ijcoopsiill - 45003450030
i Stage imbalance | 900ps || —~[350] || 550 |

1.5GHz
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Non-DataCapture Scheduler
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Pipeline Timing

Data-Capture
Select » Payload » Execute i i !
N : : i . 0Skipdé6 Cycl
Wakeup| Select » Payload » Execute
Select » Payload > Read Operands from PRF > Execute
Wakeup| Select » Payload Read Operands from PRF > Exec

Substantial increase in schedtdeexecute latency
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Handling MultiCycle Instructions

Xor R4 =R1"R5

wu

Mul R1 =RJ R3

Sched| PayLd| Exec| Add R1=R2 +R3
Y
WU | Sched| PayLd| Exec
Sched| PayLd Exec | Exec| Exec

Sched| PayLom Add R4 = R1 + R5

Ly aid NHzOU A 2 ytao e®ly v Q
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Delayed Tag Broadcakt/3)

Sched| PayLd| Exec

Exec | Exec

T

\

MulR1 = R2] R3

WU

Sched| PayLd

Exec

Add R4=R1+R5

A Must make sure broadcast bus available in future
A Bypass and dateapture get more complex
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Delayed Tag Broadca&y/3)

Sched| PayLd

Exec | Exec

Exec

LIRS

Assume

Issue width
equals 2

/,

\

Mul R1 = R2 R3

WU| Sched| PayLd

Exec | Add R4 =R1 +R5

Sched| PayLd

Exec

~

Sched| PayLd

Exec

Y

Sub R7 = R&® #1

Xor R9 = R9 " R6

In this cycle, three instructions
need to broadcast their tags!
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Delayed Tag Broadca8y/3)

A Possible solutions
1. Oneselect for issuing, another select for tag broadcast
A Messeaup timing of datacapture

2. Prereserve the bus
A Complicated select logic, track futucgcles in addition taurrent

3. Hold the issue slot from initial launch until tag broadcast

L sch | payl| exec| exec| exec|

—_— T
' '

‘L —— Issue width effectively reduced by one for three cycles
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Delayed Wakeup

A Push the delay to theonsumer

N

<} Tag Broadcast for
R1=R2] R3 Tag arrives, but we wait

_ three cycles before
" acknowledging it

R1

|
— @ B - FRS=RI+Rd
R4 N —p— ready!

Mu s t know ancestor 0s
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Non-Deterministic Latencies

A Previousapproachesassume all latenciesre known

A Real situations have unknown latency

I Load instructions

A Latencyl {L1_ lat, L2 lat, L3 [dDRAM_la}

A DRAM _lais not a constant either, queuing delays
I Architecturespecific cases

A PowerPC 603 hagarlyouté¢  meitidlication
ALy aSt [/ 2adiputdiviar alko &

A Makes delayed broadcast hard
A Kills delayed wakeup
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The Waitand-See Approach

A Complexity only in the case of variatdgency ops
I Mostinsns have known latency

A Wait to learn if loachits or misses in the cache

R1 = 16[$sp]
Sched PayLd| Exec | Exec| Exec | cache nit Known,
\can broadcast tag R2=R1+#4

Sched| PayLd| Exec

- /)
YT

May be able to

design cache s.t. Loadto-Use latency

hitymissknown increases by 2 cycles
before data (3 cycle load appears as 5)

Exec | Exec| Exec

< L Penalty reduced to 1 cycle
Sched| PayLd| Exec
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LoadHIt Speculation

A Caches work pretty well
i HitratesareK A 3K 020 KSNBAAS 6S g2
I Assumeall loadshit in the cache

Sched| PayLd] Exec | Exec | Exec | Cache hit R1 = 16[$sp]
\Broadcast delayed \data forwarded
by DLLlatency 1 gched| PayLd| Exec R2=R1+#4

What to do on a cache miss?
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LoadHIt Mis-speculation

Cache Miss Detected! L2 hit
Sched| PayLd| Exec| Exec| Exec| Exec| é Exec
\Eroadcast delaye \g‘ --------- Value at cache output is bogus
y DL1 latency _ S : . .
ch Exec | Invalidate the instruction
\

(ALU output ignored)

> | Sched| PayLd| Exec
Each mischeduling wastes an issue slot: Rescheduled assuming
the tag broadcast bus, payload RAM read a hit at the DL2 cache
port, writeback/bypass bus, etc. could have

been used for another instruction

\ Broadcast delayed by L2 latency

There could be a miss at tHe2 andagain at the L3 cache.
A single load can waste multiple issuing opportunities.




q\\\w Stony Brook University

CSE502: Computer Architectur

4

d . dzi

g A0 GKS

L1-D Miss _
Not only children get

Sched| PayLd| Exec

squashed, there may be

\

All waste issue slots

All must be rescheduled

All waste power

None may leave scheduler
until load hit known

grandchildren to
squash as well

Sched| PayLd| Exec

@Sched PayLd| Exec

ec Sched| PayLd Exec

ec Sched| PayLd| Exec
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Sqguashingl1/3)
A{lj dzl iTKE MIKG & 06 S0 6 &8alite d OK
I Relatively simple (each RS remembers that it was issued)

A |nsnS Stay iﬂ SChedUIer Sched PayLd Exec| Exec| Exec| *?

I Ensure they are not recheduled @:@’ l,ﬁ%
T NOt tOO bad Scheq PayLd Exec

A Dependents issueith order Sched PayLd Exec
A Mis-speculation known before Exec Sched PayLd Exec

[SchetPeykdExec]
[ShetPeyded]

May squash nottlependent instructions
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Sqguashing2/3)
A Selectivea |j dzI A KA Yy IOBIAANE & f 2 | F
I Eachloadassigneda unique color
i EveryRS LISY RS VY U pateitsf KS AR & BE
I On loadmiss, the load broadcasts tslor
A Anyonein the same color group gets squashed

A An instruction may end up with many colors

_ )

Tracking colors requires huge number of compari




