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CSE 502:
Computer Architecture

Memory Hierarchy & Caches
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A Want memory to appear:
I As fast as CPU
I As large as required by all of the running applications
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Storage Hierarchy

A Make common case fast;
I Common temporal & spatial locality
I Fast smaller more expensive memory

Reglsters
Controlled
Blgger Transfers / More BandW|dth e
5 Larger / Caches (SRAM)\ Faster Controlled
. by Software
: Cheaper (0S)
v Memory (DRAM)

/ [SSD? (Flash)] \

/ Disk (Magnetic Media) \

What isJtatic)RAMvs D(dynamic)RAM?
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Caches
A Anautomatically managedhierarchy

A Break memory intdlocks(several bytes)
and transfer data to/from cache in blocks

I spatial locality $

A Keep recently accessed blocks
I temporal locality Memory
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Cache Terminology

A block(cache ling minimum unit thatmaybe cached
A frame: cache storage location to hold one block

A hit: blockis found in the cache

A miss block is not found in the cache

A missratio: fractionof references that miss

A hit time: time to access theache

A miss penaltytime to replace block on a miss
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Cache Example

A Address sequence from core:
(assume &yte lines)

0x10000 | MISS 0x10000 (Eddtacé)
0x10004 Hit 0x10008 (gddtaé)
0x10120 Miss

0x10008 Miss
0x10124 Hit

Ox10120 (gdat ae)

A 4

0x10004 Hit

Memory

Finalmiss ratiois 50%
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AMAT (1/2)

A Very powerful tool to estimate performance

ALT X
cache hit is 10 cycles (core to L1 and back)
memory access Is 100 cycles (corem®mand back)

At KSY X
at 50% miss ratio, avg. acce@%x10+0.5<100 = 55
at 10% miss ratio, avg. acce@¥x10+0.1x100 = 19
at 1%omiss ratio, avg. acced3.9%10+0.0xm nn f
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AMAT (2/2)

A Generalizes nicely to ardepth hierarchy

ALT X

1 cache hit i1s 5 cycles (core to L1 and back)

|2 cache hit is 20 cycles (core to L2 and back)
memory access Is 100 cycles (coremmand back)

At KSYy X
at20% misNF GA2 AY [wm | YR nJE
avg access0.8x5+0.2(0.6x20+0.&mn nuv F
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Memory Organization (1/3)

Processor

Registers

I-TLB

L1 FCache

L1 D-Cache

D-TLB

L2 Cache

L3 CacheglLLO

Main Memory (DRAM)
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Memory Organizatioi(2/3)

Processor

Core 0 : Core 1 .
Registers Registers

I-TLB| L1 FCache | L1 D-Cache|D-TLB I-TLB| L1 FCache | L1 D-Cache|D-TLB

L2 Cache L2 Cache

L3 Cache (LLC)

Main Memory (DRAM)

Multi-core replicates the top of the hierarchy
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SRAM Overview

®—
1

06T SRAMC(

2 access gates
2T per inverter

/4

A Chained inverters maintain a stable state
A Access gates provide access to the cell
A Writing to cell involves ovepowering storage inverters
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8-bit SRAMArray

dli
wordine gt W e e P e e Fesr
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FullyAssociativeCache

A Keepblocks in cache frames

63 address 0

i A i I data

w =

tag[63:6]| block offset[5:0] | state(e.g.,valid)

I addresdag
state tag —>e data
state tag —> data
—> data

What happens when the cache runs out of space
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¢tKS o [/ Qa 27F /|

A CompulsoryNever accessed before
A Capacity Accessed long ago and already replaced
A Conflict Neither compulsory nor capacity (later today

A Coherence(To appear in muktore lecture)
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Cache Size
A Cachesiz2 & RIF GOl OIF LJ OAG& OR
I Biggercan exploit temporal locality better
I Not always better

A Too large a cache
I Smallerns fasterA bigger is slower |
I Accesdime mayhurt criticalpath

A Too small a cache o |
. : @ ; working set
I Limited temporal locality = g size
L :
I Usefuldata constantly replaced
o —
capacity
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Block Size

A Blocksize is the data thas

I Associatedvith an address tag
I Not necessarily the unit of transfer between hierarchies

A Too small a block
i D2 y €xploit spatial locality well
I Excessive tagverhead

A Too largea block
I Uselesdata transferred

I Too few total blocks
A Usefuldatafrequently replaced

hit rate

block size
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DirectMappedCache

A Use middle bits as index
A Only one tag comparison

tag[63:16]

index[15:6]

block offset[5:0

data state tag
data state tag
data tag

tag match

(hit?)

Why take index bits out of the middle?
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Cache Conflicts

A What if two blocks alias on a frame?
I Same index, but different tags

Address sequence

OxDEADBEEF 1110101011011P11111011101111
OxFEEDBEEF 11 110111011011011111011101111

OXDEADBEEF 11 11010 110110 1111011101111
tag index block

ffset
A OXDEADBEEF experienc&@oaflictmiss

I Not Compulsory (seen it before)
I Not Capacity (lots of other indexes available in cache)
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Associativity (1/2)

A Where does blockndex 120 6 Qmmn n o 3I2 K
Block Set/Block Set

0 0 0
2 0 2
3 1y 3
4 0 4
5 24 5
6 0 6
7 34 7
Fullyassociative Setassociative Directmapped
block goes in any frame blockgoes in any frame block goes in exactly
INn one set oneframe

(allfframesin 1 set) (frames groupedn setg (1frame per set)
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Associativity (2/2)

A Largerassociativity
I lower missrate (fewer conflicts)
I higher power consumption

A Smallerassociativity

T lower cost
I fasterhit time

for L1-D

hit rate

associativity
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N-Way SetAssociativeCache

tag[63:15]

index[14.6]|block offset[5:0

statd tag
statd tag

Note the additional bit(s) moved from index to tag
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Assoclative Block Replacement

A Which block in a set to replace on a miss?

A ldeal replacemen(. S { | ARySrihe)

I Replace block accessed farthest in the future
I Trick question: How do you implement it?

A Least Recently Used (LRU)
I Optimized for temporal locality (expensive for-way)

A Not Most Recently Used (NMRU)
I Track MRU, random select among the rest

A Random
I Nearly as good as LRU, sometimes better (when?)
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Victim Cache (1/2)

A Associativity is expensive
I Performance from extranuxes
I Power from reading and checking more tags and data

A Conflicts are expensive
I Performance from extranises

AhoaSNII GA2YY [ 2y FtA00a |
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Victim Cache (2/2)

Access 4-way Set-Associative 4-way Set-Associative + Fully-Associative
Sequence: L1 Cache L1 Cache Victim Cache
E C
A
B
C
v

4 : : 7 :
Every access is a miss Victim cache provides
ABCDE and JKLMN a ofifth we
do not oway only four sets overflow

set associative cache/ into it at the same time,

Can even provide 8
or7hé ways,

N\

Provided S E {1 NJ
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Parallelivs Serial Caches

A Tag and Data usually separate (tag is smaller & faste

| State bits stored along with tags
Avalido A0X a[w! é o0A06a0T X

Parallel access to Tag aDdta Serialaccess to Tag and Data
reduces latency (good for L1) reducespower (good for L2+)

valid ﬁ vadj TH
J

oh ] )

hit?+ hit?¥ data

>




